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# A1. logistic regression: binomial case

### A1.1. The Facebook motivation to logistic regression

|  |  |
| --- | --- |
|  | Figure: the toy face detection example.  We have a picture with many faces, can we show rectangle around the faces?  Can we divide the faces into 3 classes (up, down, middle) based on the shape of the faces?  This is similar to the facebook face tagging function. We have to work with real data in facebook case. In our case, the toy data is simple enough to illustrate the idea and concepts. |

+ Note that this is not what happens in the real pictures. But it does show the same process of face detection.

+ We have to location the rectangles around the faces (by segmentation or by feature point detection). Then we have to apply the logistic function (discriminant function) on the location to see if it has strong response to the face class.

### A1.2. The logistic model for binary classification

+ We model the faces with and background
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+ The decision rule for each input x
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+ In many programming languages, we can write

y = ( p(face, x) > p(back, x) ? "face" : "back" );

### A1.3. Learning with Gradient Descending

+ Given the dataset D = { x1->y1, x2->y2, .., xk->yk }.

+ We need to fit the logistic model ![](data:image/x-wmf;base64,183GmgAAAAAAAOASQAQACQAAAACxSAEACQAAAxUCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQATgEhIAAAAmBg8AGgD/////AAAQAAAAwP///7n///+gEgAA+QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdhIWCmOgrGcA8O8YADiXm3aAAZ92OBdmuwQAAAAtAQAACAAAADIKXgI1AQEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB2EhcKUACsZwDw7xgAOJebdoABn3Y4F2a7BAAAAC0BAQAEAAAA8AEAAAgAAAAyCl4CeQgBAAAAKXkcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdhIWCmSgrGcAUO8YADiXm3aAAZ92OBdmuwQAAAAtAQAABAAAAPABAQAIAAAAMgqMA6IOAQAAACh5HAAAAPsCBf7jAAAAAACQAQAAAAIEAgAQU3ltYm9sAHYSFwpRAKxnAFDvGAA4l5t2gAGfdjgXZrsEAAAALQEBAAQAAADwAQAACAAAADIKjAMsEgEAAAApeQgAAAD6AgAAEAAAAAAAAAAEAAAALQEAAAUAAAAUAgACYwoFAAAAEwIAAp4SHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGAA4l5t2gAGfdjgXZrsEAAAALQECAAQAAADwAQEACAAAADIKjgNsEQEAAAB4eQgAAAAyCo4DIA8BAAAAd3kIAAAAMgpgArkHAQAAAHh5CQAAADIKYAJTBAQAAABmYWNlCAAAADIKYALRAQEAAAB5YQgAAAAyCmACagABAAAAcGEcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYADiXm3aAAZ92OBdmuwQAAAAtAQEABAAAAPABAgAIAAAAMgqOA1gQAQAAACphCQAAADIKjgN1DAMAAABleHBlCAAAADIKjgNTCgEAAAAxeAgAAAAyCm0BIA4BAAAAMXgIAAAAMgpgAhEHAQAAAHx4HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHYSFgpmgKxnAMDwGAA4l5t2gAGfdjgXZrsEAAAALQECAAQAAADwAQEACAAAADIKjgNJCwEAAAAreAgAAAAyCmACMQkBAAAAPXgIAAAAMgpgAt8CAQAAAD14CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AuzgXZrsAAAoAOACKAQAAAAABAAAA2PIYAAQAAAAtAQEABAAAAPABAgADAAAAAAA=) to the dataset D.

+ All we have to do is to learn w from dataset D.

+ We can base on the cost function
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+ The gradient descending procedure to start from w0 = (0, 0, 0, .. 0) and to arrive at the optimal point w\* after several steps.

|  |  |
| --- | --- |
|  | Figure: the linear dataset |
|  | The linear coefficients corresponding to the dataset |

### A1.4. RMD code

|  |
| --- |
| # To show how logistic regression works  ```{r}  rm(list=ls()); library(nnet);  ```  ## 1. Creating the linear dataset  ```{r}  x1 <- runif(5000, -10, 10);  x2 <- runif(5000, -20, 20);  y <- (2\*x1 + 3\*x2 > 0);  y <- as.factor(y);  df <- data.frame(x1, x2, y);  print( qplot(x1, x2, color=y) );  print( head(df) );  ```  ## 2. Training the logistic model  ```{r}  mod <- multinom(y ~ x1 + x2, df);  print( mod );  ```  ## 3. Test the model on the training data  ```{r}  y1 <- predict(mod, subset(df, select=-c(y) ) );  e1 <- abs( y != y1 );  print(head(data.frame( y, y1, e1 )));  print(data.frame( key="Training error", val=sum(e1) ));  print( table(y, y1) );  ``` |

# A2. logistic regression: multinomial case

### A2.1. Motivation

|  |  |
| --- | --- |
|  | We have the picture of many animals.  Can we give tag for each animal? |
|  |  |

### A2.2. The extended logistic regression for multinomial classification

+ The probability model: for each class (dog, cat, cow), we will have one probability function against the background

|  |  |
| --- | --- |
|  | Equation: the general logistic model |

+ The decision rule: we choose the class yk with strongest response p(yk|x) to be the output class.

|  |  |
| --- | --- |
|  | Equation: the decision rule for the general logistic model |

### A2.3. RMD code

|  |
| --- |
| # To show how logistic regression works  ```{r}  rm(list=ls()); library(nnet); set.seed(1234);  ```  ## 1. Creating the xor dataset  ```{r}  x1 <- runif(2000, -10, 10);  x2 <- runif(2000, -20, 20);  y <- 2\*(x1\*x2 > 0) + (x1 > 0);  y <- as.factor(y);  df <- data.frame(x1, x2, y);  print( qplot(x1, x2, color=y) );  print( head(df) );  ```  ## 2. Training the logistic model  ```{r}  mod <- multinom(y ~ x1 + x2, df);  print( mod );  ```  ## 3. Test the model on the training data  ```{r}  y1 <- predict(mod, subset(df, select=-c(y) ) );  e1 <- abs( y != y1 );  print(head(data.frame( y, y1, e1 )));  print(data.frame( key="Training error", val=sum(e1) ));  print( table(y, y1) );  ``` |

# A3. Learning concepts

### A3.1. Under- and over-fitting

|  |  |
| --- | --- |
|  | Figure: when we try to fit the linear model to the quadric dataset, we will have a lot of error (under-fitting) |
|  | Figure: on the other extreme, when we try to fit the high-degree polynomial to the quadric dataset, it becomes over-fitting.  The training error can be very small. But then the model cannot handle new input. It will produce large error with new input not in the dataset |
|  | Figure: so we want the model with small training error (fitting the dataset very well) and small testing error (being able to handle new input) |

### A3.2. The model selection pipeline

|  |
| --- |
|  |
| Figure: given a dataset D, we have to find the model M to fit in the dataset. We have to base on both training and testing error to select the model |

### A3.3. The procedure

|  |
| --- |
|  |
| Figure: We are given the dataset D, we have to find the model M to fit the data. We need to go through several steps to arrive at the model.  Remember that we care not only about the model M but also the error/confidence of the model M subject to the dataset D. |

### A3.4. RMD code

|  |
| --- |
| # To show the training/testing procedure  ```{r}  rm(list=ls()); library(caret); cat( rep("\n", 10) );  ```  ## 1. Loading data  ```{r}  x <- 1:7;  y <- c(5, 10, 14.5, 20, 25, 31, 35)  D <- data.frame(x, y); print( head(D) );  ```  ## 2. Splitting data  ```{r}  A <- D[1:4, ]; print( head(A) );  B <- D[5:6, ]; print( head(B) );  ```  ## 3. Training a linear model  ```{r}  M <- lm(y ~ x, A);  print( coef(M) );  ```  ## 4a. Testing if the model fits the data  ```{r}  hA = predict(M, A);  gA = A$y;  print(data.frame(gnd=gA, hat=hA, err=abs(gA-hA) ));  ```  ## 4b. Testing if the model can handle new input  ```{r}  hB = predict(M, B); gB = B$y;  print(data.frame(gnd=gB, hat=hB, err=abs(gB-hB) ));  ``` |

### A3.5. Linearly separable

|  |  |
| --- | --- |
|  | Figure: in some case, the dataset is easy to separate. A line is enough to divide the dataset into two classes (for example face and background). |
|  | Figure: we can simulate / generate the linearly separable dataset with R code  x <- runif(1000, -10, 10);  y <- runif(1000, -10, 10);  z <- ( 2\*x + 3\*y > 0);  print( qplot(x, y, color=z) ); |

### A3.6. Linearly non-separable

|  |  |
| --- | --- |
|  | Figure: in general, we will have to use complicate model to capture the data distribution.  For example, when the data is circular or elliptic, we need Gaussian distribution to model the data.  We can also use linear model on transformed feature, in this case, we transform x\*x and y\*y from x and y to model the circle. |
|  | Figure: we can simulate / generate the linearly separable dataset with R code  x <- runif(2000, -10, 10);  y <- runif(2000, -20, 20);  z <- ( 0.02\*x\*x + 0.03\*y\*y < 1);  print( qplot(x, y, color=z) ); |

# B1. Mixture models

### B1.1. p = 0.3\*Gaussian + 0.7\*Gaussian

|  |  |
| --- | --- |
|  |  |
| x <- -30:70;  m1 <- 5; s1 <- 5;  p1 <- exp(- (x-m1)\*(x-m1) / (2\*s1\*s1)) / sqrt( 2 \* pi \* s1 \* s1 );  plot(x, p1, type="l"); | m2 <- 30; s2 <- 5;  p2 <- exp(- (x-m2)\*(x-m2) / (2\*s2\*s2)) / sqrt( 2 \* pi \* s2 \* s2 );  plot(x, p2, type="l"); |

+ When we mix two of them

|  |  |  |
| --- | --- | --- |
|  |  |  |
| p <- 0.5\*p1 + 0.5\*p2;  plot(x, p, type="l"); | p <- 0.7\*p1 + 0.3\*p2;  plot(x, p, type="l"); | p <- 0.1\*p1 + 0.9\*p2;  plot(x, p, type="l"); |

+ If you are not familiar with Gaussian distribution, this is the formula
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### B1.2. RMD: to show mixture

|  |
| --- |
| # To show how to mix two probability models  ## Preparation  ```{r}  rm(list=ls());  library(nnet); library(ggplot2);  set.seed(1234);  ```  ## 1. We generate gausian components  ```{r}  x <- -30:70;  m1 <- 5; s1 <- 5;  p1 <- exp(- (x-m1)\*(x-m1) / (2\*s1\*s1)) / sqrt( 2 \* pi \* s1 \* s1 );  plot(x, p1, type="l");  m2 <- 30; s2 <- 5;  p2 <- exp(- (x-m2)\*(x-m2) / (2\*s2\*s2)) / sqrt( 2 \* pi \* s2 \* s2 );  plot(x, p2, type="l");  ```  ## 2b. We mix them with equal weights  ```{r}  p <- 0.5\*p1 + 0.5\*p2;  plot(x, p, type="l");  ```  ## 2c. We mix them with equal weights  ```{r}  p <- 0.7\*p1 + 0.3\*p2;  plot(x, p, type="l");  ```  ## 2d. We mix them with equal weights  ```{r}  p <- 0.1\*p1 + 0.9\*p2;  plot(x, p, type="l");  ``` |

### B1.3. p = 0.3\*Uniform + 0.7\*Uniform

|  |  |
| --- | --- |
|  |  |
| x <- 1:50;  a <- 3; b <- 15; p1 <- (x>=a)\*(x<=b)/(b-a) + 0\*x;  plot(x, p1, type="l"); | a <- 18; b <- 30; p2 <- (x>=a)\*(x<=b)/(b-a) + 0\*x;  plot(x, p2, type="l"); |

+ We have the result

|  |  |  |
| --- | --- | --- |
|  |  |  |
| p <- 0.5\*p1 + 0.5\*p2;  plot(x, p, type="l"); | p <- 0.7\*p1 + 0.3\*p2;  plot(x, p, type="l"); | p <- 0.1\*p1 + 0.9\*p2;  plot(x, p, type="l"); |

### B1.4. RMD: to mix or to combine uniform distributions

|  |
| --- |
| # To show how to mix two probability models  ## Preparation  ```{r}  rm(list=ls());  library(nnet); library(ggplot2);  set.seed(1234);  ```  ## 1. We generate gausian components  ```{r}  x <- 1:50;  a <- 3; b <- 15; p1 <- (x>=a)\*(x<=b)/(b-a) + 0\*x;  plot(x, p1, type="l");  a <- 18; b <- 30; p2 <- (x>=a)\*(x<=b)/(b-a) + 0\*x;  plot(x, p2, type="l");  ```  ## 2b. We mix them with equal weights  ```{r}  p <- 0.5\*p1 + 0.5\*p2;  plot(x, p, type="l");  ```  ## 2c. We mix them with equal weights  ```{r}  p <- 0.7\*p1 + 0.3\*p2;  plot(x, p, type="l");  ```  ## 2d. We mix them with equal weights  ```{r}  p <- 0.1\*p1 + 0.9\*p2;  plot(x, p, type="l");  ``` |

### B1.5. The mixture model
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+ In the matrix form, we can write
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### B1.6. Generalized weights
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![](data:image/x-wmf;base64,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)

# B2. The k-means procedure

### B2.1. The compression motivation

|  |  |  |
| --- | --- | --- |
|  |  |  |
| The original dataset | The compressed dataset from 5 dimensions to 1 dimension | After reconstruction, we will have new vectors differences from the previous vector, but they are close enough |

### B2.2. We can measure the errors (differences) between the vectors

|  |  |
| --- | --- |
|  | Figure: the reconstruction error subject to the vocabulary |

### B2.3. Comparing two vocabularies

+ We are given the dataset D and two vocabularies C1 and C2.

+ We want to know which vocab is better for the dataset D.

+ We have to use error to test

|  |  |
| --- | --- |
|  | C1 =    C2 = |

+ We encode and decode and measure the reconstruction error

|  |  |
| --- | --- |
|  |  |

+ The total error is 71 for C1 and 41 for C2. We can conclude that C2 is better for D.

### B2.4. The k-mean procedure

+ The whole procedure starts with

|  |
| --- |
| [L, C] <- kmeans(X, kpar)  {  C = random(kpar, ncol(X));  L = label(X, C);  for(s=0; s<=maxstep; s++)  {  C = average(L, X, kpar);  L = label(X, C);  }  return(L, C);  } |

+ We can create randomized vector by any random functions in programming languages.

+ The labeling step: assuming that we have the list of centers or means ![](data:image/x-wmf;base64,183GmgAAAAAAAKAHQAIBCQAAAADwWwEACQAAA5oBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gBwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdl8TCkjgq2cASPAYADiXm3aAAZ92DAtmIgQAAAAtAQAACAAAADIKfgEzAAEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB2PA4KZmCqZwBI8BgAOJebdoABn3YMC2YiBAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4BCgcBAAAAKXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYADiXm3aAAZ92DAtmIgQAAAAtAQAABAAAAPABAQAIAAAAMgrgAUoGAQAAAGt5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGAA4l5t2gAGfdgwLZiIEAAAALQEBAAQAAADwAQAACAAAADIKgAGMBQEAAABjeQgAAAAyCoABcwIBAAAAY3kIAAAAMgqAAaUAAQAAAGN5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGAA4l5t2gAGfdgwLZiIEAAAALQEAAAQAAADwAQEACQAAADIKgAHZAwQAAAAsLi4sCAAAADIKgAHgAQEAAAAsLhwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgAOJebdoABn3YMC2YiBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABMQMBAAAAMi4IAAAAMgrgAUoBAQAAADEuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AIgwLZiIAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) we need to give each xj one label zj by selecting the nearest center.

We have to compute ![](data:image/x-wmf;base64,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) and we choose ![](data:image/x-wmf;base64,183GmgAAAAAAAGANYAIBCQAAAAAQUQEACQAAA6MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgDRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gDQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdpkYCocgrGcASPAYADiXm3aAAZ92sxhmfQQAAAAtAQAACAAAADIKfgFACwEAAAB7eRwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB2jRcKzmCsZwBI8BgAOJebdoABn3azGGZ9BAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4BpAwBAAAAfXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYADiXm3aAAZ92sxhmfQQAAAAtAQAABAAAAPABAQAIAAAAMgqAAcoLAQAAAGR5CAAAADIKgAHmAwEAAAB6eQgAAAAyCoABTAABAAAAeHkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYADiXm3aAAZ92sxhmfQQAAAAtAQEABAAAAPABAAAIAAAAMgrgAcMEAQAAAGp5CAAAADIK4AEzAQEAAABqeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgAOJebdoABn3azGGZ9BAAAAC0BAAAEAAAA8AEBAAkAAAAyCoAB7AgDAAAAbWluZQkAAAAyCoABwgYDAAAAYXJnZRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2jRcK0GCsZwAY8RgAOJebdoABn3azGGZ9BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABnQUBAAAAPXIIAAAAMgqAAQcCAQAAAK5yCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AfbMYZn0AAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

+ The averaging step (M-step): assuming that we have the labels, we can use the label to compute the centers

![](data:image/x-wmf;base64,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)

### B2.5. RMD code

|  |
| --- |
| # To show how k-means procedure works  ```{r}  rm(list=ls());  library(nnet); library(ggplot2);  ```  ## 1. Labeling step  ```{r}  kmeanLabel <- function(X, C)  {  rows <- nrow(X);  cols <- nrow(C);  labels <- 1:rows;  zj <- 1:cols;  for(j in 1:rows)  {  for(k in 1:cols) zj[k] <- sum(abs( X[j, ] - C[k, ] ));  labels[j] <- which.min(zj);  }  return(labels);  }  ```  ## 2. Averaging step  ```{r}  kmeanAvg <- function(X, L, kpar)  {  rows <- nrow(X);  C <- matrix(nrow=kpar, ncol=ncol(X), data=0);  N <- rep(0, ncol(X));  for(j in 1:rows)  {  zj <- L[j];  C[zj, ] <- C[zj, ] + as.numeric( X[j, ] );  N[zj] <- N[zj] + 1;  }  for(k in 1:kpar) if(N[k] > 0) C[k, ] <- C[k, ] / N[k];  return(C);  }  ```  ## 3. Initializing step  ```{r}  kmeanInit <- function(X, kpar)  {  d <- ncol(X);  C <- matrix(nrow=kpar, ncol=d);  for(k in 1:kpar) C[k, ] <- runif(d, 0, 100);  return(C);  }  ```  ## 4. The whole procedure  ```{r}  kmeanProc <- function(X, kpar, ms)  {  C <- kmeanInit(X, kpar);  L <- kmeanLabel(X, C);  for(s in 1:ms)  {  C <- kmeanAvg(X, L, kpar);  L <- kmeanLabel(X, C);  }  return( list(L, C) );  }  ```  ## 5. An example  ```{r}  X <- data.frame(rbind(  c(121, 0, 0, 0, 0), c(122, 0, 0, 0, 0),  c(123, 0, 0, 0, 0), c(124, 0, 0, 0, 0),  c(125, 0, 0, 0, 0), c(0, 0, 231, 0, 0),  c(0, 0, 232, 0, 0), c(0, 0, 233, 0, 0),  c(0, 0, 234, 0, 0), c(0, 0, 235, 0, 0),  c(0, 0, 0, 0, 432), c(0, 0, 0, 0, 433),  c(0, 0, 0, 0, 434), c(0, 0, 0, 0, 435),  c(0, 0, 0, 0, 436), c(0, 0, 0, 0, 437)  ));  M <- kmeanProc(X, 4, 20);  ``` |

# B3. The E-M procedure (expectation maximization)

### B3.1. Extension to many labels

+ For each sample xj, we will have k labels for corresponding k centers (means) with the following

+ The label can be a real number to denote how much xj belongs to ck. For example, if we have xj with zj = (c1-> 0.5, c2->0.5, c3->0), this means xj half-belongs to c1 and half-belongs to c2 and does not belong to c3.

### B3.2. The E-step / labeling step

+ In the labeling step, we will give k labels for each sample xj.
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+ We have to normalize the label in order to have the measure within [0, 1] interval for comparison and combination later.
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### B3.3. The M-step / averaging step

+ After we have all the labels, we know well which sample belongs to which centers. Now we can update the centers by averaging the
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### B3.4. The whole procedure

+ Randomize the centers (c1, c2, .., ck)

+ For each xj, we create the label vector zj = (zj1, zj2, .., zjk) from xj to all centers (c1, c2, .., ck) and we normalize zj

repeat

{

+ average the centers (c1, c2, .., ck) when we have labels Z from previous step

+ For each xj, we create the label vector zj = (zj1, zj2, .., zjk) from xj to all centers (c1, c2, .., ck) and we normalize zj

}

# B4. Gaussian mixture model

### B4.1. Motivation

+ A Gaussian mixture model is a mixture model (linear combination of Gaussian components).

+ GMM is suitable to describe a class with many Gaussian (elliptic) subclasses. Notice that when we use k-means to divide the space into the subclasses, we will have different topology (Voronoi diagram) instead of the elliptic balls.

|  |  |
| --- | --- |
|  | Figure: when we want to model the face concept (class) with two elliptic subclasses, we have to use GMM  When we want elliptic sub classes of the data, we can use GMM |

### B4.2. The Gaussian mixture model

+ We can compute
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+ In which, each gaussian component can be computed by the following formula

![](data:image/x-wmf;base64,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)

+ For example in two dimension we can have
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### B4.3. Learning GMM with EM method
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+ Then we have to normalize zj as well

+ In the M-step, we have to estimate (w1, m1, s1, .., wk, mk, sk) from the label we have
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